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Abstract— Anxiety, Stress and Depression have become common 

psychological health issues in today’s life. While these health issues 

have severely affected every age group of people, large number of 

students are suffering from these issues. The most surprising thing 

about these issues is that people suffering from them cannot figure out 

if they have one of these health problems. In this paper, we predicted 

anxiety, stress and depression using machine learning algorithms. In 

this paper, we predicted the severity levels of anxiety, stress and 

depression in college students using machine learning algorithms. 

DASS21 was used to collect data from 400 students. It is a standard 

questionnaires used to measure the common signs of anxiety, stress 

and depression. The severity levels were mild, normal, moderate, 

severe and extremely severe. The classification algorithms that were 

applied are Support Vector Machine, KNN, logistic regression, 

decision tree and naive Bayes. Different calculation matrices like 

accuracy, precision, specificity were used to compare the models. F1 

score measure was included because it was found that the classes were 

imbalanced in the confusion matrix. Thus it helped find the best model 

for prediction of these psychological problems. After implementing all 

the algorithms, we found that K-Nearest Neighbour performed best 

followed by logistic regression.   

Keywords—component, Anxiety, Depression, Stress, KNN, 

Naïve Bayes, Logistic Regression, Decision Tree, Support Vector 

Machine 

I. INTRODUCTION  

   The ambition of humans to grow professionally, relationship 

issues, academic failures are some of the common factors that 

contribute to anxiety, depression and stress in humans. 

According to World Health Organization, depression is the 

most common mental illness and has affected more than 300 

million people around the globe [1]. Different models have 

been proposed about how to predict these mental disorders, 

however it is very difficult for machines to differentiate anxiety, 

stress and depression from each  

Others. Therefore, there is a need of an accurate model for 

accurate diagnosis. 

We have used the Depression, Anxiety and Stress scale 

(DASS21). It contains 21 questions and is used for filtering the 

signs associated to these mental issues [4-5]. 

The signs of depression [2] are memory loss; not able to make 

decisions; lack of concentration; loss of interest in task and 

hobbies including sex; increase in body weight  and overeating; 

feeling guilty, worthlessness, low appetite and weight loss; 

feeling helpless, feeling irritated and restless; suicidal thoughts. 

Irritability, feeling nervous, weariness, sleeplessness, 

gastrointestinal problems, fear, high heart rate, sweating, 

breathing problems and lack of concentration are the main 

symptoms of Generalized Anxiety Disorder(GAD) [2]. 

The symptoms of stress [3] are, an inability to relax, feeling 

upset or agitated, tired, frequent overreaction, chronic 

Headaches and constant colds or infections. 

In this paper we applied machine learning algorithms like naïve 

Bayes, KNN, logistic regression, decision tree, Support Vector 

Machine for predicting these mental illnesses and classifying 

them in five classes in terms of severity. 

Some research works most related to ours are discussed in the 

following section. Section 3 incudes materials and 

methodology followed by the results in Section 4 that were 

obtained after using the machine learning algorithms. At last 

the conclusion is discussed in section 5. 

II. LITERATURE REVIEW 

Many researchers have proposed different machine learning 

models for predicting anxiety, stress and depression. 

Reece et al. [6] used Hidden Markov Model (HMM) to predict 

the increase in the probability of depression and Post Traumatic 

Stress Disorder (PTSD) among Twitter users. About 31.4% of 

users were affected by depression and and 24% of users were 

affected by PTSD respectively. 

Braithwaite et al. [7] used decision tree to evaluate suicide risk 

on the tweets of 135 members appointed from Amazon 

Mechanical Trunk. It was found that the accuracy was 92%. 

In a work carried out by Sau et al. (2017), data was gathered 

manually from the Medical College and Hospital of Kolkata, 

India. It included 630 old aged persons. Among them 520 were 

put in special care. The classification algorithms that were 

applied are Bayesian Network, multiple layer perceptron, 

logistic, random forest, naïve Bayes, random tree, sequential 

random optimization, J48, K star and random sub-space. It was 

concluded that random forest produced the best accuracy rate 

of 91% and 89% among the two datasets of 10 and 520 people, 

respectively. They used WEKA tool for feature selection and 

classification [1]. 

Anu priya et al. (2020) predicted anxiety, stress and depression 

levels among people using DASS21 questionnaire. They used 
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classification algorithms like naïve Bayes, KNN, random 

forest, decision tree and support Vector machine (SVM). It was 

concluded that the accuracy rate of KNN was highest, but 

random forest was considered to be the best model because 

classes were imbalanced. So the best model was chosen by 

considering F1 score. 

Hou et al. [8] predicted depression of people using a big data 

approach based on their reading habits. A book classifier was 

developed based on the features of the Chinese text. The five 

classification algorithms were applied and naïve Bayes was 

found to perform best.  

III. MATERIALS AND METHODOLOGY  

In our work, we used 5 machine learning algorithms to 

predict the severity levels of anxiety, stress and depression 

using DASS21 questionnaire. The data was collected from 400 

college students. The classification algorithms that were 

applied are naïve Bayes, KNN, logistic regression, decision tree, 

random forest.  

A.  Questionnaires 

DASS-21, the Depression, Anxiety and Stress Scale 

questionnaire, was used to gather the data for the research work. 

It includes 21 questions, equally shared between Anxiety, 

Depression and Stress. 

The possible answers for each are as follows: 

0 means it did not applied to me 

1 means it applied to me to certain degree, or sometimes. 

2 means it applied to me to a reasonable degree or a 

handsome number of times. 

3 means it applied to me very much or most frequently. 

After the data is collected, numeric values of 0 to 3 were used 

for encoding participant’s response, and calculation of scores 

was done by summation of the values for each question and the 

mathematical expression: 

   Score = 2* Addition of grading points of each class    (1) 

After the calculation of final scores is done, these were 

classified as per severity of the disease – i.e. Normal, Mild, 

Moderate, Severe and extremely severe (see Table 2). 

 
TABLE 1. Questions on anxiety, depression and stress. 

 Depression Anxiety Stress 

Normal 0-7 0-9 0-14 

Mild 8-9 10-13 15-18 

Moderate 10-14 14-20 19-25 

Severe 15-19 21-27 26-33 

Extremely 

severe 

20+ 28+ 33+ 

 

 

 

Table 2.  Levels of Severity. 

 Depression  Anxiety Stress 

Normal 0-7  0-9 0-14 

Mild 8-9  10-13 15-18 

Moderate 10-14  14-20 19-25 

Severe 15-19  21-27 26-33 

Extremely 

severe 

20+  28+ 33+ 

B. Participants 

This work was carried out on 400 students aged between 16- 

29 years, both men and women from diverse backgrounds and 

cultures. 

C.  Classification 

We used python programming to implement the 

classification algorithms in Visual studio version --. The 

algorithms predicted the levels of anxiety, stress and depression. 

We divided the dataset into the ratio 70:30 for training and 

testing respectively. Following subsections discusses the 

working of classification algorithm. 

 

a)  K- Nearest Neighbour (K-NN): 

   K-NN is one of the simple but a very powerful classification 

algorithms use in machine learning. KNN takes information or 

data and classifies based on closest measures, latest information 

points. The data is then assigned to the class with the primary 

closest neighbour. K-NN classifies the new data points based 

on the similarity measure of the earlier stored data points. 

 

 

Fig 1. K- nearest neighbour representation. 

b)  Decision Tree: It is most powerful and popular 

classification algorithms used for classification and prediction. 

It is tree like structure. In Decision Tree, a class label is 

assigned for each leaf node. The non-terminal nodes, which 

include the root and other internal nodes, contain attribute test 

conditions to separate records that have different characteristics 

for eg. YES or NO, age>20 or age<45. In this example, we have 

divided the question into yes or no (2 options) into two branches 

(yes and no). 
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Fig 2. Decision Tree example. 

c)  Naïve Bayes: A very easy algorithm to implement. 

The important thing to mention here is that naïve Bayes gives 

result in probabilities. These probabilities depict how confident 

the algorithm is. Bayesian classifiers use Bayes theorem. Naïve 

Bayes is robust isolated noise points and also to irrelevant 

attributes. Its formula is given as follows: 

 

𝑝(𝐻|𝐷)
𝑝(𝐻)𝑝(𝐷|𝐻)

𝑝(𝐷)
 

                    (2) 

Where, 

P (H|D) is the posterior probability of class (target) given 

predictor (attribute). 

P (H) represents the prior probability of class. 

    P (D) is the prior probability of predictor. 

P (D|H) is the likelihood which is the probability of predictor 

given class. 

P (D) represents the prior probability of predictor. 

 

 

         d) Support Vector Machine (SVM): 

A Support Vector Machine is a machine learning algorithm 

that used for both classification and regression work but is 

primarily used in classification. A simple linear SVM classifier 

makes a straight line between two classes and hence classifies 

the data. So the data points on the two sides of the line represent 

two different categories. Therefore, an infinite number of lines 

can be choose. It is widely used because of its presentation 

quality and the ability of classification. In this technique the 

data is linearly divided into two separate classes (also known as 

hyperplanes), With the two classes at maximum distant from 

each other. 

 

 

 

 

 

 

 

 

 

Fig 3. Support vector machine representation. 

e)  Logistic Regression: It is a supervised learning 

classification algorithm that is used to predict the probability of 

a target variable. It is based on the concept of probability. It is 

used when the dependent variable or target value is categorical. 

It is commonly used in when dependent variable is 

dichotomous, means there would be only two possible classes. 

Logistics regression uses the sigmoid function to return the 

probability of a label. 

 

 

   Fig 4. Logistic regression Representation. 

IV. RESULTS 

The application of all five classification algorithms to all three 

classes of Anxiety, Depression and Stress, produced confusion 

matrices shown in Table 3. Actual classes are depicted by the 

rows of the confusion matrices and the predicted classes are 

shown by the columns. Normal, mild, moderate, severe and 

extremely severe cases, respectively are represented by the 

numbers 1, 2, 3, 4 and 5 in the rows and columns. The 

calculation of error rates, accuracy, recall, precision and 

specificity in each confusion matrix was done by using 

following equation. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑅𝑎𝑡𝑒 =
𝑆𝑢𝑚 𝑜𝑓 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙𝑠(𝑇𝑃) 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 
 

             (3) 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑅𝑎𝑡𝑒                  (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (5) 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

                    (6) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

              (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

                   (8) 

Whereas, 

TP (True positive), FN (False Negative), FP (False Positive), 

TN (True Negative) 

 

TABLE 3. Confusion Matrix. 

 Anxiety Depression Stress 

Support Vector 
Machine  
 

34 0 0 0 0  

0 20 0 0 0  

0 9  29 0 0 

0 0 0 23  0 

0  0  0 0 25 

 

20 0 0  0 0  

0 35 1  0 0  

1 1  25 0 7 

0 10 0 14 0 

0  0  0 0 26 

14 0 0  0 0  

0 15 9  0 0  

0 0  22 0 7 

0 13 0 48 0 

0  0  0 0 12 

Naive Bayes 34 0 0 0 0  

0 20 0 0 0  

0 0  38 0 0 

0 0 0 23  0 

11  0  0 0 14 

 

20 0 0  0 0  

0 19 17  0 0  

1 1  25 0 7 

0 10 0 14 0 

0  0  0 0 26 

14 0 0  0 0  

0 24 0  0 0  

0 0  22 0 7 

0 0 0 61 0 

0  0  0 0 12 

Logistic 
Regression 
 

34 0 0 0 0  

0 20 0 0 0  

0 9  29 0 0 

0 0 0 23  0 

11  0  0 0 14 

 

20 0 0  0 0  

0 19 17  0 0  

1 1  32 0 0 

0 10 0 14 0 

0  0  0 0 26 

14 0 0  0 0  

0 24 0  0 0  

1 0  28 0 0 

0 0 0 61 0 

1  0  0 0 11 

Decision Tree  
 

34 0 0 0 0  

0 20 0 0 0  

0 0  38 0 0 

0 0 0 23  0 

11  0  0 0 14 

 

20 0 0  0 0  

0 35 1  0 0  

1 1  32 0 0 

0 10 0 14 0 

0  0  0 0 26 

14 0 0  0 0  

0 24 0  0 0  

0 0  22 0 7 

0 0 0 61 0 

0  0  0 0 12 

K-NN  34 0 0 0 0  

0 20 0 0 0  

0 0  38 0 0 

0 0 0 23  0 

0  0  0 0 25 

20 0 0  0 0  

0 36 0  0 0  

1 1  32 0 0 

0 0 0 24 0 

0  0  0 0 26 

14 0 0  0 0  

0 24 0  0 0  

0 0  28 0 1 

0 0 0 61 0 

0  0  0 0 12 

TABLE 4. Values of different parameters for different Algorithms. 

Classifier  Mental 
illness 

Error 
Rate  

Precision Recall Specificity  F1 
Score 

Accuracy 

Naïve 
Bayes   

Anxiety  
Depression 

Stress 

0.079 

0.258 

0.05 

 

0.951  

0.793 

0.926 

 

0.912 

0.769 

0.951 

 

0.915 

0.921 

0.983 

 

0.974 

0.765 

0.927 

 

0.921 

0.742 

0.95 

 

Support 
Vector 

Machine 

Anxiety  
Depression 

Stress 

0.065 

0.143 

0.208 

0.937 

0.892 

0.775 

0.952 

0.858 

0.830 

0.979 

0.954 

0.935 

0.936 

0.856 

0.793 

0.935 

0.857 

0.792 

 

K Nearest  
Neighbour 

 

Anxiety  
Depression 

Stress 

0.020 

0.015 

0.008 

0.972 

0.985 

0.984 

0.967 

0.988 

0.993 

0.991 

0.995 

0.997 

 

0.982 

0.986 

0.988 

0.935 
0.985 

0.992 

 

Decision 
Tree 

Anxiety  
Depression 

Stress 

0.089 

0.093 

0.050 

 

0.951 

0.936 

0.926 

0.912 

0.899 

0.951 

0.974 

0.969 

0.983 

0.915 

0.904 

0.927 

0.921 

0.907 

0.950 

Logistic 
Regression 

Anxiety  
Depression 

Stress 

0.143 

0.208 

0.015 

0.889 

0.847 

0.975 

0.864 

0.810 

0.976 

0.954 

0.935 

0.995 

 

0.852 

0.811 

0.974 

 

0.857 

0.792 

0.985 

 

Table 4. Shows the accuracy, recall, error rate, specificity 

precision, and F1 score of each class calculated by the different 

methods. As we can see in Table 4, the KNN achieved the 

maximum accuracy for all three scales of anxiety, depression 

and stress. Also, confusion matrices in Table 3 shows that 

classes were not balanced, because there were 23, 14 and 61 

instances of normal but 20, 30 and 24 occurrence of mild, 

respectively in the confusion matrices of anxiety, depression 

and stress classes . Also, 38, 42 and 22 occurrence of moderate 

were there; 14, 33 and 19 occurrence of severe; and 45, 21 and 

14 occurrence of extremely severe for the scales of Anxiety, 

Depression and Stress respectively. So, it was not feasible to 

measure accuracy alone rather we used F1 score to determine 

best model. Because in situations where classes are imbalanced 

the model with higher F1 score is considered to be best even if 

it has lower accuracy. The F1 score of KNN was the maximum 

for Stress and anxiety and depression. 

 

V. CONCLUSION 

In this paper, we predicted the severity levels of anxiety, 

stress and depression in college students using machine 

learning algorithms. DASS21 was used to collect data from 400 

students. It is a standard questionnaires used to measure the 

common signs of anxiety, stress and depression. The severity 

levels were mild, normal, moderate, severe and extremely 

severe. The classification algorithms that were applied are 

Support Vector Machine, KNN, logistic regression, decision 

tree and naive Bayes. The accuracy of KNN was found to be 

the highest followed by logistic regression. We also added F1 

score as the problem produced imbalanced classes. The KNN 

was found to be the best model in terms of F1 score. It produced 

F1 score of 0.988. 

The above results show that KNN has performed best out of all 

the algorithms. So in future it can be implemented online in the 

form of a website where users would need to answer these 21 

questions and their mental health would get predicted. 
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